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Abstract — Many studies in different domains 
have shown the possibility of extracting information 
from a medium by exploiting the natural acoustic 
noise present in such medium. Recently, the 
promising potential of a passive acoustic technique, 
based on the correlation of the ambient noise for 
controlling the state of the structures has been shown. 
The position of the acoustic source should be 
determined at the time of the measurement. In this 
study we will apply an algorithm explained in a 
previous work in order to locate an unknown source 
position based on the calculation of the similarity rate 
between frequency-time images related to the 
ambient noise correlation. 

Keywords — structural health monitoring; 

frequency-time images; correlation; acoustic source; 

similarity rate  

I. INTRODUCTION  
In many domains such as the underwater acoustics [1-

3] and seismology [4-6], several studies have been
conducted and they have shown that it is possible to 
extract information related to a medium by exploiting the 
natural acoustic noise in this medium, this allows a 
passive detection method. Recent studies have shown the 
promising potential of such a technique based on the 
correlation of an acoustic field [7]. The advantage of this 
technique is that it allows an on-site and real time control. 

In the theoretical case of a perfectly diffuse field, the 
correlation function depends on the properties of the 
structure and the presence of a defect in this structure. 
Otherwise, the correlation function depends also on the 
characteristics of the source (its position for example) 
which may vary from one measurement to another. 
Among some of the works that have used the assumption 
of a non-diffuse field [8] it may be mentioned the work of 
Abou Leyla et al. [9-11] which proposes the use of a 
sensor called reference sensor in order to identify the 
configuration of the source at the time of measurement. 

The system consists of a pair of acoustic receivers. 
The principle being to build a database containing the 
frequency-time images of the cross-correlations of the 

signals received on two measurement sensors (A and B) 
for the healthy state of the structure.  

Fig. 1. Descriptive schematic of the problem (O represents a source).

This database should also contain the frequency-time 
images of the autocorrelations of the signals received on 
the reference sensor (C) for the possible source 
configurations. Then at each measurement, the 
frequency-time image of the cross-correlation is 
compared to its reference for the identified source 
configuration. Henceforth, these frequency-time images 
will be simply named images. 

In this work, the comparison of these images will be 
made automatically using a method based on the local 
minima present in these images. The calculation of the 
degree of resemblance between these images leads us to 
locate an unknown source position. 

II. SIMULATION OF A REVERBERANT PLATE
Consider a rectangular plate having a length of 1 m 

and a width of 0.5 m, an emitter S and a receiver R 
having the positions indicated in figure 2. 

Fig. 2. Positions of the emitter S and the receiver R. 

The excitation signal Sf0(t) is a sinusoidal pulse of 5 
cycles of sinusoids and having a center frequency f0 
varying from 8 kHz to 15 kHz with a step of 5 Hz. This 
sinusoidal pulse is written as follows: 
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where Nc is the number of the sinusoidal cycles and 
T=NcT0=Nc/f0 is the duration of the window. 

An example of the excitation signal f0 = 8 kHz is 
shown in figure 3. 

Fig. 3. Sinusoidal pulse with a center frequency f0 = 8 kHz. 

The signal received at the receiver R, after reflections 
on the edges of the plate, is calculated using the source 
image method which is mainly used in room acoustics 
[12, 13]. In fact, a reflected signal received at the receiver 
for any position, is seen as a direct wave from a virtual 
image source. In our case, the structure has four reflection 
plans; thus the original source has four virtual source 
images, each image with respect to one of these plans. So 
in the first order, the receiver R receives five waves (a 
direct one from S to R and four reflected on the four 
edges of the plate). The second order will be the images 
of the source images in the first order with respect to the 
plans and so on. 

The signal received at the receiver R is simulated 
using an order of reflection equal to 40 and it is 
represented in figure 4. 

Fig. 4. Signal received at the receiver R. 

Finally, rather than working on rough correlations, a 
frequency-time representation is more appropriate for 
highlighting the interesting effects. Note that the choice 
of working with the envelope of the autocorrelation and 
not with the autocorrelation itself has been made, because 
with the envelope the number of local minima will be 
reduced in the image as these local minima represent the 
minima in the autocorrelation signal. The previous 
simulation is repeated for frequencies f0 which vary from 
8 kHz to 15 kHz to finally obtain the image of the 
envelopes of the autocorrelation of the signals received at 
the receiver R when the emitter S is emitting a sinusoidal 
pulse of 5 cycles of sinusoid. 

Figure 5 shows a part of the image for the positions of 
the emitter S and the receiver R represented in figure 2.  
Note that the image is limited to 2 ms in order to better 
visualize the local minima in this image (they are none 
other than the dark areas). The area circled in figure 5 
represents one local minimum of this image. 

Fig. 5. Frequency-time image. 

By applying the comparison algorithm explained in a 
previous work [14], these local minima can be extracted 
(represented by dots in figure 6). 

Fig. 6. Frequency-time image and the extracted local minima. 

In this section, we explained the simulation of the 
propagation of a signal in a rectangular plate as well as 
the extraction of the corresponding autocorrelation 
image. The simulation results were given for a fixed 
position of the emitter and the receiver. In the next 
section, the source position will be considered as 
unknown then it will be shown how we can locate it. 
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III. LOCALIZATION OF AN UNKNOWN
SOURCE 

Consider the positions of the source and the receiver 
shown in the figure 7 as follows: 

Fig. 7. Positions of the source and the receiver. 

The receiver is set at a position having (0.75 cm, 
0.375 cm) as coordinates and the source moves from the 
position S1 (0.749 cm, 0.375 cm) to the position S10 (0.74 
cm, 0.375 cm) with a step of 1 mm. The image of the 
position S1 is considered as the reference image and it 
will be compared to the images of the other positions (S1-
S10), so the similarity rate between the images S1 and S1, 
S1 and S2 throughout S10, will be calculated. 

Similarly, the images are extracted for each position 
of the source S and the algorithm is applied to extract the 
local minima in order to subsequently calculate the 
similarity rate. The variation of the average of distances 
depending on the positions of the source is represented in 
figure 8. 

Fig. 8. Average of distances depending upon the positions of the 
source. 

In order to deal with the similarity rate instead of the 
average of distances, the following equation will be 
applied: 

average of distances obtained
similarity rate=100%- %,

maximum average of distances

 
 
 

  (1.3) 

where the maximum average of distances is non-other 
than the Euclidian distance of the diagonal of the image. 

The variation obtained in figure 8 is not linear due to 
the jumps existing between the positions S1 and S2, and 
between the positions S8 and S9 (circled area), which are 
caused by the disappearance of a local minimum in the 

transition from S1 to S2 and S8 to S9 as shown in the 
figure 9. 

a) 

b) 
Fig. 9. Representation of the disappearance and the local minimum at 

the passage from a) S1 to b) S2. 

In order to get a linear variation, a weighting process 
by the Hanning window in time and frequency is used to 
reduce the effect of the local minima at the edges of each 
image. The process of weighting is made according to the 
following steps. 

First, the corresponding local minima of the positions 
S1 and S2 are plotted as shown in figure 10. 

Fig. 10. Local minima of S1 and S2. 

Then the midpoint is sought between a minimum of 
the image corresponding to S1 and its nearest neighbor in 
the image corresponding to S2. When a point does not 
have a neighbor, then it is considered itself a midpoint.  

After determining the midpoints, each distance 
(between a minimum and its neighbor) is multiplied by 
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the value α (corresponding to the Hanning window in 
time) and the value β (corresponding to the Hanning 
window in frequency) as shown in figure 11. These 
values correspond to the midpoint relative to this 
distance. The average of all the weighted distances allows 
obtaining the weighted average between the images of S1 
and S2. 

Fig. 11. Example of the weighting process 

Finally, after applying this process for all the 
positions (S1-S10), the weighted average of the distances 
is plotted as a function of the position of the source S. 
Figure 12 shows a comparison between the cases with 
and without weighting. Both curves have been 
normalized so that they will be compared on the same 
scale.  

After weighting, the jumps disappeared and the 
variation has become almost linear. Therefore an 
unknown source position can be localized after 
calculating the average of the distances between the local 
minima of an image relative to the unknown position and 
that of the reference position. 

Fig. 12. Comparison between with and without windowing 

IV. CONCLUSION
This paper illustrates the simulation results on the 

application of a comparison algorithm explained in a 
previous work. First, the mode to simulate the 
propagation of a signal has been explained. Then the 
algorithm is applied in order to compare frequency-time 
images. The jumps present in figure 8; representing the 
variation of the average distance as a function of the 

source position, due to the disappearance of local 
minimum when switching from a source position to 
another; are solved through a weighting process by a 
Hanning window in time and frequency thus allowing to 
find the location of an unknown position of the source. 
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